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Abstract

Averages on the sphere about x in Rd and on the rim of the cap about x in Sd�1 and their
iterates are shown to be smoother than f : Furthermore, their approximating properties satisfy
a strong converse inequality of type A when dealing with multivariate approximation (dX2 in

case of Rd and dX3 in case of Sd�1Þ: These results are in contrast to the classical results on R

or T for which the situation is completely different.
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1. Introduction

For a function f ðxÞ on R or T; i.e. single variable, the average

At f ðxÞ ¼ 1
2
ð f ðx þ tÞ þ f ðx � tÞÞ ð1:1Þ

approximates f ðxÞ when f ðxÞACðRÞðCðTÞÞ or LpðRÞðLpðTÞÞ; 1ppoN; and the

rate of approximation relates to the modulus of smoothness o2ð f ; tÞp by

sup
0oupt

jj f � Au f jjp � o2ð f ; tÞpE inf
g
ðjj f � gjjp þ t2jjg00jjpÞ: ð1:2Þ
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It is well-known that At f and its iterates Am
t f are not in general smoother than f ðxÞ

and that the supremum on the left of (1.2) cannot be dropped.
We will show that some multivariate analogues which are widely used behave

better and the behaviour improves with the dimension.

For f ðxÞ; xARd (or TdÞ we define

Vtð f ; xÞ � 1

mðtÞ

ZP
t
¼fy:jx�yj¼tg

f ðyÞ ds; Vtð1; xÞ ¼ 1 ð1:3Þ

with ds being the Lebesgue measure on the sphere
P

t:

For f ðxÞ; xASd�1 ¼ fxARd :jxj ¼ 1g; we define

Stð f ; xÞ ¼ 1

mðtÞ

Z
gt¼fy:y�x¼cos tg

f ðyÞ dg; Stð1; xÞ ¼ 1; ð1:4Þ

where dg is the Lebesgue measure on the rim of the cap of sphere gt:
It turns out that for dX2

jjVt f ð�Þ � f ð�ÞjjLpðRd ÞE inf
gAC2ðRd Þ

ðjj f � gjjLpðRd Þ þ t2jjDgjjLpðRd ÞÞ ð1:5Þ

and for dX3

jjSt f ð�Þ � f ð�ÞjjLpðSd�1ÞE inf
gAC2ðSd�1Þ

ðjj f � gjjLpðSd�1Þ þ t2jj *DgjjLpðSd�1ÞÞ; ð1:6Þ

where D and *D are the Laplacian and the Laplace–Beltrami (the tangential

component of the Laplacian on Sd�1Þ; respectively.
We note that in (1.5) and in (1.6) proved here, there is no supremum on the left-

hand side as is common in texts on the subject and as is necessary in the one-
dimensional case. Equivalences (1.5) and (1.6) constitute strong converse inequalities
of type A in the sense of [Di-Iv], but in one dimension (1.2) is a strong converse
inequality of type D in that scale.
We show further that Vm

t f and Sm
t f are smoother than f ; and the improvement

depends on m; p (of Lp) and the dimension d: In fact, the higher the dimension, the

bigger the improvement in smoothness of Sm
t f and V m

t f over that of f : We note

that in one dimension an improvement of smoothness of Am
t f is not the case for

any p or m:
For the proof we will need and show that

jjDVm
t ð f ÞjjLpðRd Þp

eðmÞ
t2

jj f jjLpðRd Þ; for dX2 ð1:7Þ

and

jj *DSm
t f jjLpðSd�1Þp

eðmÞ
t2

jj f jjLpðSd�1Þ for dX3; ð1:8Þ

where eðmÞ ¼ oð1Þ; m-N:
We note that for Am

t we cannot guarantee the existence of a derivative, and hence

there is no hope for an analogue of (1.7) and (1.8).
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The technique we use relies on multipliers. The smoothness of functions on Sd�1

will also be related to a new concept introduced recently in [Di-I].
We hope the present results will be helpful in other investigations, though we

cannot identify the optimal improvement in smoothness except in the L2 case.

2. Smoothness of Sm
t f in L2ðSd�1Þ

We first show the smoothness of Sm
t f in L2ðSd�1Þ; which is better than the result

which we get for Lp in the next section (see also Section 7) when we substitute p ¼ 2:

The results in this section will serve as a model and encouragement for later sections
and some of the estimates will be used later.
We have (see for instance [Li-Ni,Ru,Wa-Li, (12.4.6), p. 61])

Sm
y f ¼

XN
k¼0

P
ðlÞ
k ðcos yÞ
P
ðlÞ
k ð1Þ

 !m

Pkð f Þ �
XN
k¼0

ðQðlÞ
k ðcos yÞÞm

Pkð f Þ; ð2:1Þ

where P
ðlÞ
k ðxÞ is the ultraspherical (Gegenbauer) polynomial of order k; l ¼ d�2

2
;

Pkð f Þ is the projection of f on Hk ¼ fc : *Dc ¼ �kðk þ d � 2Þcg; *D f ðxÞ ¼ Df x
jxj

� �
(the Laplace–Beltrami operator) and D is the Laplacian. As both Sm

y and *D are

multiplier operators, we have formally

� *DSm
y fB

XN
k¼1

kðk þ d � 2Þ P
ðlÞ
k ðcos yÞ
P
ðlÞ
k ð1Þ

 !m

Pkð f Þ: ð2:2Þ

Theorem 2.1. For fAL2ðSd�1Þ; dX3; ypp
2
; and mX

4
d�2 we have

jj *DSm
y f jj2p

C

y2
jj f jj2; ð2:3Þ

with C independent of y and f :

Proof. Using [Sz, (7.33.6)], we have (recalling that there Pl
kð1Þ ¼ ðkþ2l�1

k
Þ)

jQðlÞ
k ðcos yÞj � P

ðlÞ
k ðcos yÞ
P
ðlÞ
k ð1Þ

�����
�����pC1 minfk�ly�l; 1g;

and hence (recalling l ¼ d�2
2 Þ for kyX1; ypp

2; we have

jy2kðk þ d � 2ÞðQðlÞ
k ðcos yÞÞmjpC2ðkyÞ2�

d�2
2

m

which is bounded for d�2
2

mX2 or mX
4

d�2: For kyp1

jy2kðk þ d � 2ÞðQðlÞ
k ðcos yÞÞmjpC2;

which completes the proof. &
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Corollary 2.2. For fAL2ðSd�1Þ; 0oypp
2
; dX3 and m1X

2
d�2

gradtan Sm1

y f
�� ���� ��

2
p

C

y
jj f jj2; ð2:4Þ

with C independent of y and f :

Proof. We have for smooth f

gradtan Sm1

y f
�� ���� ��2

2
¼/gradtanSm1

y f ; gradtan Sm1

y fS

¼/� *DS2m1

y f ; fSp *DS2m1

y f
�� ���� ��

2
jj f jj2

p
C

y2
jj f jj2jj f jj2;

and as the last result is independent of the smoothness of f ; (2.4) follows. &

We can also prove

Theorem 2.3. For fAL2ðSd�1Þ; dX3; 0oypp
2
; and m big enough

*DSm
y f

�� ���� ��
2
p
eðmÞ
y2

jj f jj2; ð2:5Þ

where eðmÞ ¼ oð1Þ as m-N:

We need the following lemma, which will also be used later.

Lemma 2.4. For nyp1; nX1; 0oypp
2

and l ¼ d�2
2

P
ðlÞ
n ðcos yÞ
P
ðlÞ
n ð1Þ

�����
����� � jQðlÞ

n ðcos yÞjp1� n2

d � 1
sin2

y
2
p1� 2

p2ðd � 1Þ n2y2: ð2:6Þ

For nyX1; nX1; 0oypp
2

and l ¼ d�2
2

jQðlÞ
n ðcos yÞjoao1 ð2:7Þ

with a independent of n and y (but depending on the fact that nyX1 and on l).

Proof. To show (2.6) we integrate by parts and use [Sz, (4.7.14), p. 82] with l ¼ d�2
2

to obtain for nX1

1� QðlÞ
n ðcos tÞ ¼ �

Z y

0

d

du
QðlÞ

n ðcos uÞ du

¼ nðn þ d � 2Þ
d � 1

Z y

0

Q
ðlþ1Þ
n�1 ðcos uÞ sin u du

¼ nðn þ d � 2Þ
d � 1

Z y

0

sin u du �
Z y

0

1� Q
ðlþ1Þ
n�1 ðcos uÞ

� �
sin u du

	 

:
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For n ¼ 1 Q
ðlÞ
n ðcos yÞ ¼ cos y ¼ 1� 2 sin2 y

2
: Otherwise, we use the mean value

theorem to obtain

0p1� Q
ðlþ1Þ
n�1 ðcos uÞ ¼ ð1� cos uÞ ðn � 1Þðn þ d � 1Þ

d þ 1
Q

ðlþ2Þ
n�2 ðcos xÞ

p ð1� cos uÞ ðn � 1Þðn þ d � 1Þ
d þ 1

;

and henceZ y

0

1� Q
ðlþ1Þ
n�1 ðcos uÞ

� �
sin u dup

ðn � 1Þðn þ d � 1Þ
d þ 1

ð1� cos yÞ2

2
:

For nyo1 we have ðn�1Þðnþd�1Þ
dþ1 ð1� cos yÞp1; and hence

0p 1� 2
nðn þ d � 2Þ

d � 1
sin2

y
2
pQðlÞ

n ðcos yÞ

p 1� nðn þ d � 2Þ
d � 1

sin2
y
2

p 1� n2

d � 1
sin2

y
2
p1� 2

ðd � 1Þp2 ðnyÞ
2:

For nyX1; we use the identity [Sz, (4.10.3), p. 97]

QðlÞ
n ðcos yÞ ¼

Z p

0

sin2l�1j dj
� ��1Z p

0

ðcos yþ i sin y cos jÞnsin2l�1j dj

¼
Z p

0

sin2l�1j dj
� ��1Z p

0

Reðcos yþ i sin y cos jÞnsin2l�1j dj:

ð2:8Þ
For y0pypp� y0 we find d such thatZ d

0

sin2l�1j dj
Z p

0

sin2l�1j dj ¼ 1

8
;


and estimate for nX2

jQðlÞ
n ðcos yÞjp 1

4
þ 3

4
j cos yþ i sin y cos djn

¼ 1
4
þ 3

4
ð1� sin2y sin2dÞn=2

p 1
4
þ 3

4
ð1� sin2y sin2dÞ

p 1� 3
4
sin2y0 sin

2d;

and for n ¼ 1 Ql
nðcos yÞ ¼ cos ypcos y0 ¼ 1� 2 sin2 y0

2
; and hence (2.7) is valid for

y0pyop� y0 (not only for yop
2
Þ and a depending on y0 and l (but not yet on ny).

We choose y0 so that cos y0X0:9 ( for example) and note that Fejer showed [Sz,

(6.6.6), p. 138] that the zeros of P
ðlÞ
n ðcos yÞ satisfy

n� ð1� lÞ=2
n þ l

poyno
nþ l� 1

2

n þ 2l
p;
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and hence the next extremum of P
ðlÞ
n ðcos yÞ after y ¼ 0 is at a zero of P

ðlþ1Þ
n�1 ðcos yÞ i.e.

yp
1þlþ1

2
n�1þ2lþ2 p ¼ 1

2
dþ1

nþd�1 pp
1
2

dþ1
n

p:

As the jPðlÞ
n ðcos yÞj at the extrema are descending for 0pypp

2
(increasing in x ¼

cos yÞ [Sz, (1), pp. 168–169], we have to check the values only in the range

1pynpðdþ1Þp
2

: Using (2.8), we note that for npðdþ1Þp
2y and tan�1 sin y cos j

cos y o p
2n
;

jargðcos yþ i sin y cos jÞnjop
2
; and hence Reðcos yþ i sin y cos jÞn40: Clearly,

tan�1 sin y cos j
0:9

� �
otan�1 y cos j

0:9 oy cos j
0:9 and hence for y cos j

0:9 o p
2n

or cos jp

0:9 p
2nyp0:9 p

ðdþ1Þp ¼ 0:9 1
dþ1: We choose j0 such that cos j0 ¼ 0:9 1

dþ1 and asZ p�j0

j0

sin2l�1j dj

 ! Z p

0

sin2l�1j djXb40:


with b depending on l only, we have for ynpðdþ1Þp

2
; using (2.8)

QðlÞ
n ðcos yÞX� ð1� bÞmaxjcos yþ i sin y sin jjnX� 1þ b;

and hence Q
ðlÞ
n ðcos yÞX� 1þ b at the first extremum after y ¼ 0: Therefore, for

nyX1; ypy0op
2

jQðlÞ
n ðcos yÞjpmax 1� 2

p2
1

d � 1
; 1� b

� �
¼ ao1: &

Proof of Theorem 2.3. For nyp1 we use (2.6) of Lemma 2.4 to estimate the
coefficients

y2nðn þ d � 2Þ 1� 2

p2ðd � 1Þ ðnyÞ
2

� �m

p ðd � 1Þy2n2 1� 2

p2ðd � 1Þ ðnyÞ
2

� �m

pC
1

m
¼ oð1Þ; m-N:

For nyX1 we write m ¼ m1 þ m2 where m1X
4

d�2 from Theorem 2.1, and use (2.7) of

Lemma 2.4 to get am2 ¼ oð1Þ; m2-N; which concludes the proof. &

3. Smoothness of Sm
h f for fALpðSd�1Þ; 1pppN

In this section we exhibit the smoothness of Sm
y f for some power m:

Theorem 3.1. For fALpðSd�1Þ; 1pppN; dX3 and m4
2ð½d
2
�þ3Þ

d�2 we have

jj *DSm
y f jjppC max

1

y2
;

1

ðp� yÞ2

 !
jj f jjp: ð3:1Þ
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Remark 3.2. Theorem 3.1 does not contain Theorem 2.1 as the condition on m is
harsher. In Section 7 we will improve the condition on m to be close to that in
Theorem 2.1 for p close to 2:

We need the following lemma:

Lemma 3.2. For integers j; k and m and for 0oypp
2

we have

D j Q
ðlÞ
k ðcos yÞ

� �m��� ���p Cy j=ðkyÞml for kyX1;

Cy j for kyp1;

(
ð3:2Þ

where C is independent of k and y but may depend on j; l and m; and where

Dak � ~DDak � akþ1 � ak; D
jak � DðD j�1akÞ:

Proof. Using Leibnitz’s theorem for differences, we only have to show (3.2) for
m ¼ 1 and all j: This result follows from classical estimates and was essentially
demonstrated in [Da-Wa-Yu, (21)]. For j ¼ 0; m ¼ 1 (3.2) is in [Sz, (7.33.6), p. 170].

For a; b one uses [Sz, (4.5.4), p. 71] to obtain for Q
ða;bÞ
k ðxÞ � P

ða;bÞ
k ðxÞ=P

ða;bÞ
k ð1Þ

Q
ða;bÞ
kþ1 ðxÞ � Q

ða;bÞ
k ðxÞ ¼ �ð1� xÞ ð2k þ aþ bþ 2Þ

2ðaþ 1Þ Q
ðaþ1;bÞ
k ðxÞ

and by induction

D jQ
ða;bÞ
k ðxÞ ¼

Xj

cXj=2

ð1� xÞcPcðkÞQðaþc;bÞ
k ðxÞ;

where PcðkÞ are polynomials of degree 2c� j in k: From the above, using a ¼ l� 1
2

with [Sz, (8.21.18), p. 196] for kyX1 and jQðaþj;bÞ
k ðxÞjp1 for kyo1; we complete the

proof of (3.2). &

Remark 3.3. For yXp
2

Sy f ðxÞ ¼ Sp�y f ðx0Þ

with x0 the antipodal of x; that is the other point of intersection of Sd�1 with the line
connecting x with the center. Observe that

Sm
y f ðxÞ ¼ Sm

p�y f ðxÞ for even m

and

Sm
y f ðxÞ ¼ Sm

p�y f ðx0Þ for odd m:

Proof of Theorem 3.1. In view of Remark 3.3 we have to prove our result only for
0oypp

2
: It was shown in [Bo-Cl] that the Cesàro summability of order r satisfies

jjsr
n f jjLpðSd ÞpCjj f jjLpðSd Þ; for any r4d�2

2
(and actually for r4ðd � 2Þj1

2
� 1

p
jÞ:We will
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use the well-known result relating

� *DSm
y fB

XN
k¼1

kðk þ d � 2ÞðQðlÞ
k ðcos yÞÞm

Pkð f Þ ð3:3Þ

to

�y2 *DSm
y f ¼ y2

XN
k¼1

Drþ1 kðk þ d � 2Þ Q
ðlÞ
k ðcos yÞ

� �mn o k þ r

r

� �
sr

kð f Þ

(which follows from the identity Pkð f Þ ¼ D
’

rþ1ðkþr
r
Þsr

nð f ; xÞ; using summation by
parts) if the latter is convergent termwise in norm. It is therefore sufficient to show
that

y2
XN
k¼1

Drþ1 kðk þ d � 2Þ Q
ðlÞ
k ðcos yÞ

� �mn o��� ��� k þ r

r

� �
pC1

or

S ¼ y2
XN
k¼1

Drþ1�i Q
ðlÞ
k ðcos yÞ

� �m��� ���krþ2�ipC2

for i ¼ 0; 1; 2: We separate the sum S by S ¼ S1 þ S2 where S1 sums on k satisfying
kyX1 and S2 when kyp1:
Using Lemma 3.2, we have

S1pC3y
2
X
kyX1

1

ðkyÞlm
yrþ1�ikrþ2�i

pC4y
2�lmþrþ1�i

X
kyX1

krþ2�i�lm:

When r þ 2� i � lmo� 1; that is, rþ3
l om or

2ðrþ3Þ
d�2 om; S1 is bounded.

To estimate S2 we write

S2pC5y
2
X
kyp1

2

k

� �rþ1�i

krþ2�ipC6y
2
X
kyp1

kpC6: &

Perhaps as an intuitive incentive to reduce m (but certainly not a proof) we observe
that the same method used to prove Theorem 3.1 yields:

Theorem 3.4. For fALpðSd�1Þ dX3 and m42ðrþ2cþ1Þ
ðd�2Þc we have

jj *DcScm
y f jjppC max

1

y2c
;

1

ðp� yÞ2c

 !
jj f jjp: ð3:4Þ

We will not elaborate on the proof of Theorem 3.4 as it follows almost word for
word that of Theorem 3.1.
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Remark 3.5. For 1opoN and fALpðSd�1Þ we could have now deduced for 0oypp
2

jj *DSm
y f jjpp

eðmÞ
y2

jj f jjp

using Theorems 2.1, 3.1 and the Riesz–Thorin interpolation theorem. However, the
result is valid for p ¼ 1 andN as well, as will be shown (with substantial additional
work) in Section 4.

4. Estimate of Sm
h f for high power m

The result of this section is the following theorem.

Theorem 4.1. For fALpðSd�1Þ; 1pppN; dX3 and m big enough

jj *DSm
y f jjppeðmÞmax 1

y2
;

1

ðp� yÞ2

 !
jj f jjp; ð4:1Þ

where eðmÞ-0 as m-N:

Proof. It is sufficient in view of Remark 3.3 to show (4.1) for 0oypp
2
: We write,

following the proof of Theorem 3.1,

�y2 *DSm
y f ¼ y2

XN
k¼1

Drþ1 ðkðk þ d � 2ÞÞ Q
ðlÞ
k ðcos yÞ

� �m� � k þ r

r

� �
sr

kð f Þ;

and we have to show

S ¼ y2
XN
k¼1

Drþ1ðkðk þ d � 2ÞÞ Q
ðlÞ
k ðcos yÞ

� �m��� ���krpeðmÞ; m-N:

We set

SpCðdÞy2
X2
i¼0

XN
k¼1

Drþ1�iQ
ðlÞ
k ðcos yÞm

��� ���krþ2�i �
X2
i¼0

SðiÞ:

We estimate Sð0Þ; and estimates for Sð1Þ and Sð2Þ are almost identical. We write
now, choosing c4rþ3

l X
2ðdþ5Þ

d�2 and cXr þ 1 say c ¼ max 2ðdþ5Þ
d�2

h i
þ 1; d�2

2

� �
þ 2

� �
(which is perhaps lavish),

Sð0ÞpCðdÞy2
X

1pkp1
y

þ
X
k41

y

264
375 mrþ1Ak;cðyÞ max

0psprþ1
Q

ðlÞ
kþsðcos yÞ

��� ���� �m�c

krþ2

( )

�S1 þ S2;

ARTICLE IN PRESS
E. Belinsky et al. / Journal of Approximation Theory 125 (2003) 85–105 93



where

Ak;cðyÞ ¼ max
Y

1pipc

D ji Q
ðlÞ
kþsðcos yÞ

��� ���; 0pjipr þ 1;
Xc
i¼1

ji ¼ r þ 1; 0pspr

( )
:

For S1 we note that, using the estimate in Lemma 3.2, we have

S1pCy2
X

1pkp1
y

mrþ1yrþ1ðBkðyÞÞm�c
krþ2

pCy2
X

1pkp1
y

kmrþ1ðkyÞrþ1ðBkðyÞÞm�c;

where BkðyÞ ¼ max
0psprþ1

jQðlÞ
kþsðcos yÞj: Using (2.6) of Lemma 2.4, we have for m42c

(we note that using (2.7) the range in which (2.6) is valid can be extended to include
k þ spk þ r þ 1Þ

mrþ1ðkyÞrþ2ðBkðyÞÞm�cE1
m
;

and hence

S1E
1

m
y
X

1pkp1
y

E
1

m
:

To estimate S2 we use the estimate in Lemma 3.2 and write

S2pCy2
X
k41

y

½mrþ1BkðyÞm�c�krþ2 yrþ1

ðkyÞlc
:

Using (2.7) of Lemma 2.4,

mrþ1Q
ðlÞ
kþsðcos yÞ

m�c ¼ oð1Þ as m-N and ky41 and spr þ 1

and hence for c chosen earlier S2 ¼ oð1Þ; m-N in a manner that is dependent only
on l (r is fixed by l as well). &

5. The equivalence result and other corollaries

As a corollary of the results in Sections 3 and 4 we will obtain the equivalence
result or strong converse inequality of type A (in the terminology of [Di-Iv]).

Theorem 5.1. For fALpðSd�1Þ; 1pppN; dX3 and 0oypp
2

jjSy f � f jjpE inf
g
ðjj f � gjjp þ y2jj *DgjjpÞ � Kð f ; y2Þp; ð5:1Þ

where the infimum is taken on sufficiently smooth g:
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Remark 5.2. The common form of the relationship between Sy f � f and Kð f ; y2Þp is

sup
ypt

jjSy f � f jjpE inf
g
ðjj f � gjjp þ t2jj *DgjjpÞ; ð5:2Þ

and it is the dropping of the supremum on the left of (5.2) which defined smoothness
in all previous papers on the subject (scores of them) that is a highlight in this paper.

To prove (5.1) we follow the method of [Di-Iv, Section 4] but for that we need in
addition to Theorem 4.1 the following improved Voronovskaja-type result for Sy:

Lemma 5.3. For g such that *DigALpðSd�1Þ; 1ppoN; for i ¼ 0; 1; 2 and *DigAC for

p ¼ N and for y satisfying 0oypp
2

jjSyg � g � aðyÞ *DgjjppCy4jj *D2gjjp ð5:3Þ

with 0oAy2paðyÞpBy2 and A;B;C independent of y and g:

Proof. Using Theorem 2.1 of [Di-RuII] for gAC2ðSd�1Þ;

Syðg; xÞ � gðxÞ ¼
G d�1

2

� �
2pðd�1Þ=2

Z y

0

dt

ðsin tÞd�2

Z
sxðtÞ

*DgðyÞ dsðyÞ; ð5:4Þ

where sxðtÞ ¼ fy; jyj ¼ 1; cos tpx � yp1g: Repeating this process as was done in
Lemma 4.2 of [Di-RuII], we obtain (5.3) for gAC4ðSd�1Þ: Using density of C4ðSd�1Þ
in the space for which *Dig for i ¼ 0; 1; 2 are in Lp; 1ppoN and in C for p ¼ N; we

complete the proof. &

Proof of Theorem 5.1. We follow [Di-Iv, Section 4]. For g satisfying g; *DgALp; or g;
*DgAC (or p ¼ NÞ (5.4) implies

jjSyg � gjjppCy2jj *Dgjjp;

and as Sy is a contraction on Lp; 1pppN; we have the known direct result

jjSy f � f jjppCKð f ; y2Þp:

To prove the converse (strong converse inequality of type A in the terminology of
[Di-Iv]), we use for g of (5.3) Sm

y f with m to be chosen. Clearly,

jj f � gjjp ¼ jj f � Sm
y f jjppmjj f � Sy f jjp:

As we established that Sm
y f and *DSm

y f are in Lp for m big enough, it remains to show

that for some m

y2jj *DSm
y f jjppCjj f � Sy f jjp: ð5:5Þ

To prove (5.5) we first observe that using Theorem 3.1 with m4
4

d
2

� �
þ3

� �
d�2 ; *DSm

y f and

*D2Sm
y f are in Lp 1pppN if f is. Furthermore, if m4

6
d
2

� �
þ3

� �
d�2 and fALNðSd�1Þ;
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*D3 fALNðSd�1Þ; and this implies that *D2 f is continuous. We now choose m ¼
4

d
2

� �
þ3

� �
d�2 þ m1 where m1 m1X

2
d
2

� �
þ3

d�2

� �
is such that for all fALp

jj *DSm1

y f jjpp
A

2C

1

y2
jj f jjp ð5:6Þ

with A and C of Lemma 5.3. The possibility of such a choice is guaranteed by
Theorem 4.1. We use Lemma 5.3 on g ¼ Sm

y f and obtain

jjaðyÞ *DSm
y f jjpp jjSm

y f � f jjp þ Cy4jj *D2Sm
y f jj

pmjjSy f � f jjp þ
A

2
y2jj *DSm�m1

y f jjp

pmjjSy f � f jjp þ
A

2
y2jj *DSm

y f jjp þ
Ay2

2
jj *DSm�m1

y ðSm1

y � IÞf jjp

pmjjSy f � f jj þ A

2
C1jjðSm1

y � IÞf jj þ A

2
y2jj *DSm

y f jjp;

with C1; the constant from Theorem 3.1. Use of the triangle inequality will complete
the proof. &

We also have as a corollary of the above and Theorem 10.4 of [Di-Iv]:

Corollary 5.4. For fALpðSd�1Þ; 1pppN; dX3; 0oypp
2
and integer c

jjðSy � IÞc f jjpE inf
g
ðjj f � gjjp þ y2cjj *DcgjjpÞ � Krð f ; *D; y2rÞp: ð5:7Þ

Proof. We just have to verify that Sy satisfies the conditions ( for QdÞ in Theorem
10.4 of [Di-Iv], which it does. &

6. The result on Rd or Td

We define Vt f for f on Rd or Td by

Vtð f ; xÞ ¼ 1

jSd�1j

Z
Sd�1

f ðx þ tyÞ dsðyÞ; ð6:1Þ

where Sd�1 is the unit sphere in Rd ; jSd�1j is its measure, and the integration dsðyÞ is
on the sphere. It is well-known that Vt is a contraction on LpðRdÞ or LpðTdÞ;
1pppN: We will deal with Rd and show how to copy the results to Td :

Using [St-We, p. 154], we have for xARd and n ¼ d�2
2

dDVm
tDVm
t f ðxÞ ¼ ð� 4p2jxj2Þ � G

d

2

� �
Jnð2ptjxjÞ
ðptjxjÞn

� �m

f̂ðxÞ; ð6:2Þ
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where

f̂ðxÞ ¼
Z

Rd

f ðyÞe�2pixy dy:

We can now prove the following result about the smoothness of Vt f :

Theorem 6.1. For fAL2ðRdÞ; dX2 and mX
4

d�1

jjDV m
t f jj2p

C

t2
jj f jj2: ð6:3Þ

Proof. Using (6.2), it is sufficient to show that for n ¼ d�2
2

t2jxj2
G

d

2

� �
Jnð2ptjxjÞ

ðptjxjÞn

��������
��������
m

¼ Iðm; n; tjxjÞ

is bounded. For tjxjp1 Iðm; n; tjxjÞ is bounded by 1 which follows from the
definition of JnðuÞ [St-We, p. 154], as

G
d

2

� �
G

d � 1

2

� �
G

1

2

� �Z 1

�1
ð1� s2Þðd�3Þ=2 ds ¼ 1:

For tjxjX1 we use Lemma 3.11 in [St-We, p. 158] to obtain

jJnð2ptjxjÞj
ðptjxjÞn p

C

ð2ptjxjÞnþ
1
2

and Iðm; n; tjxjÞ is bounded if 2� m nþ 1
2

� �
p0 or mX

4
d�1: &

Theorem 6.2. For fALpðRdÞ; dX2 and m42ðdþ2Þ
d�1

jjDV m
t f jjppC

t2
jj f jjp: ð6:4Þ

Proof. A simple change of variables implies that it is sufficient to prove (6.4) for
t ¼ 1: Furthermore, it is sufficient to prove (6.4) for p ¼ 1; which implies (6.4) for
p ¼ N by duality, and for 1opoN by the Riesz–Thorin Theorem. To prove it now

( for L1ðRdÞÞ it is sufficient to show that

jxj2
G

d

2

� �
Jnð2pjxjÞ

ðpjxjÞn

0BB@
1CCA

m

� Iðm; n; jxjÞ
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is in L1ðRdÞ and is a Fourier transform of an element in L1 for the given m: For any
m and jxjp1; Iðm; n; jxjÞp1: To show that Iðm; n; jxjÞ is in L1 it suffices to show for
jxjX1 jIðm; n; jxjÞjp C

jxjdþa with a40: Following Lemma 3.11 of [St-We, p. 158], this
estimate is achieved for d þ 2om d�1

2

� �
or for m42ðdþ2Þ

d�1 : Therefore, Iðm; n; jxjÞ is the
Fourier transform of a bounded continuous function. To show that it is a Fourier
transform of a L1 function it is sufficient to show that d þ 1 derivatives of Iðm; n; jxjÞ
are bounded in L1: Using the recursion relation

d

du
ðu�nJnðuÞÞ ¼ �u�nJnþ1ðuÞ

(see [St-We, p. 153]) and the split used above, we obtain that the derivatives of
Iðm; n; jxjÞ are in L1 and hence its inverse Fourier transform is in L1: (Actually, it is
continuous and of support in jujpm:) We have jjF�1ðIðm; n; jxjÞÞjj1pC; and hence
our result for L1 and t ¼ 1 from which (6.4) follows. &

Remark 6.3. We do not know how near the power m required in Theorem 6.2 is to
the optimal for the space L1 or LN; but see also Theorem 7.7.
We will now give the following crucial estimate.

Theorem 6.4. For fALpðRdÞ; dX2 we have

jjDV m
t f jjpp

eðmÞ
t2

jj f jjp ð6:5Þ

with eðmÞ-0 as m-N:

Proof. As discussed in the proof of Theorem 6.2, it is sufficient to show that

F�1 jxj2
G d

2

� �
Jnð2pjxjÞ
ðpjxjÞn

� �m
 !�����

�����
�����

�����
L1ðRd Þ

-0 as m-N:

To show the latter, we have to show that

Dm jxj2
G d

2

� �
Jnð2pjxjÞ
ðpjxjÞn

� �m
( )�����

�����
�����

�����
1

-0 as m-N

for the derivatives Dm where jmjpd þ 1 (including m ¼ 0 and n ¼ d�2
2
Þ: For jmj ¼ c;

cpd þ 1 set the domain

Da ¼ x : jxjp 1

ma

& '

with a to be chosen ða ¼ 1
4

2dþ5
2

dþ3
2

� �
will do).
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We now write for dþ1
2dþ3oao1

2

Dm jxj2
G d

2

� �
Jnð2pjxjÞ
ðpjxjÞn

� �m
( )�����

�����
�����

�����
L1ðDaÞ

p
C

mðdþ2Þa mjmj 1

ma

� �jmj
¼ oð1Þ; m-N; jmjpd þ 1;

using the recursion relation d
dt
ðt�nJnðtÞÞ ¼ �t�nJnþ1ðtÞ and the trivial estimate

Jnþ1ðtÞ ¼ Oðtnþ1Þ; t-0: For 1
mapjxjp1

3
we use the estimate ðn ¼ d�2

2
Þ

I ¼mjmj G d
2

� �
ðpjxjÞn Jnð2pjxjÞ
���� ����m�c

pmjmj G d
2

� �
G

d � 1

2

� �
G

1

2

� �Z 1

�1
ei2pjxjsð1� s2Þ

d�3
2 ds

��������
��������
m�c

pmjmj 1
2
ðcos 2pm�adþ 1Þ

�� ��m�c
;

where
G d

2

� �
G d�1

2

� �
G 1
2

� � R d�dð1� s2Þðd�3Þ=2 ds ¼ 1
2

(recall
G d

2

� �
G d�1

2

� �
G 1
2

� � R 1�1ð1� s2Þðd�3Þ=2 ds

¼ 1Þ:
Therefore,

Ipmjmjð1� sin2ðpm�adÞÞm�c:

We choose c to be any fixed number c42ðdþ2Þ
d�1 from Theorem 6.2. (For example

c ¼ 2ðdþ2Þ
d�1

h i
þ 1:)

We can now write, as sin2uX22u2

p2 for upp
2
;

Ipmjmjð1� 4d2m�2aÞm�c:

If ao1
2
; I ¼ oð1Þ as m-N:

To complete the estimate, it is now sufficient to observe that

Ĩðx; nÞ ¼
Gðd

2
Þ

ðpjxjÞn Jnð2pjxjÞ
���� ����pbo1 for jxjX1

3
; n ¼ d�2

2
:

For jxjXA with A big enough that estimate follows from [St-We, Lemma 3.11,

p. 158]. For 1
3
pjxjpA jĨðx; nÞj achieves a maximum at x0 as it is continuous, but for

any x0a0 b ¼ jĨðx0; nÞjo1 using the representation in [St-We, pp. 153–154].

We now choose dþ1
2dþ3oao1

2
; and clearly a ¼ 1

4

2dþ5
2

dþ3
2

� �
will do. This completes the

proof. &

Let us now transfer the theorems of this section to LpðTdÞ:
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Theorem 6.5. In Theorems 6.2 and 6.4 LpðRdÞ can be replaced by LpðTdÞ: In Theorem

6.1 L2ðRdÞ can be replaced by L2ðTdÞ:

Proof. As Theorems 6.2 and 6.4 are valid for LNðRdÞ; they are valid for

LNðTdÞ since fALNðTdÞ can be extended to fALNðRdÞ by periodicity

without changing the norm. Being valid for LNðTdÞ; Theorems 6.2 and 6.4 follow
using duality for L1ðTdÞ; and using the Riesz–Thorin theorem for LpðTdÞ; 1opoN:

For L2 the result (Theorem 6.1) follows as we have essentially the same
multipliers. &

Corollary 6.6. For fALpðRdÞ or fALpðTdÞ; 1pppN we have

jjVt f � f jjpE inf
g
ðjj f � gjjp þ t2jjDgjjpÞ: ð6:6Þ

Proof. The proof follows that in Section 5 where we use iterations of [Di-RuI,
Theorem 2.1] as seen in the Voronovskaja-type result [Di-RuI, (3.4)] in combination
with Theorems 6.2 and 6.4. As the technique is almost exactly the same, we omit the
details. &

7. Smoothness of Sh f and Vt f

It is evident that the results on smoothness in L2; that is, Theorem 2.1, Corollary
2.2 and Theorem 6.1 are optimal. For Lp; pa2 the results we have are not optimal.

However, we will show below how for p near 2 we can obtain results close to those

for p ¼ 2: It follows from Theorem 3.1 that for m4
2

d
2

� �
þ3

� �
d�2 ; *DSm

y f exists in L1: We

will show that Sy f does not satisfy any smoothness property in L1: Similar results
are valid for Vt f :

We define for Krð f ; *D; t2rÞp given in (5.7)

f : sup
t40

Krð f ; *D; t2rÞp

ta
oN

( )
� La

pðSd�1Þ; ð7:1Þ

and the definition does not depend on r as long as 2r4a:
We can now state and prove the following result.

Theorem 7.1. For 1opoN and 0oypp
2; fALpðSd�1Þ implies Sy fAL

ap
p ðSd�1Þ with

ap ¼ ðd � 2Þj1� 1
p
j for pp2; ap ¼ ðd � 2Þ=p for pX2 and

KrðSy f ; *D; t2rÞppCy�ap tap jj f jjp ð7:2Þ

with C independent of t and y:
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Proof. We set ZðxÞACN½0;NÞ such that ZðxÞ ¼ 1 xp1
2

0 xX1

&
and we denote ZjðxÞ �

Zð x
2 jÞ: For fALpðSd�1Þ; Oj f given by

Oj fB
X

Zj

k

n

� �
Pkð f Þ ð7:3Þ

are multiplier operators which satisfy

jjOj f jjppCjj f jjp; 1pppN; j ¼ 0; 1;y ðAÞ

and

E2 j ð f Þppjj f � Oj f jjppCE2 j�1ð f Þp; 1pppN; j ¼ 1; 2;y; ðBÞ

where

Enð f Þp ¼ infðjj f � Pjjp; P spherical harmonic of degree pnÞ:

In fact, in our proof, any bounded sequence of multiplier operators satisfying (A)
and (B) can replace Oj: (For instance, any delayed means Vl generated by some

Riesz means as discussed in [Ch-Di].) We now set Tj f � Oj f � Oj�1 f for jX1 and

T1 f ¼ O0 f : We show now that for 1pppN and 2r4b

C�1 sup
jX1

jjTj f jjp
2�jb p sup

t40

Krð f ; *D; t2rÞp

tb
pC sup

jX1

jjTj f jjp
2�jb : ð7:4Þ

The first inequality follows as jjTj f jjppAE2 j�1ð f Þp and Enð f Þp is bounded by

Krð f ; *D; n�2rÞp (see for instance [Ch-Di, (8.8)]). The second implication follows from

E2 j ð f Þppjj f � Oj f jjpp
XN
c¼jþ1

jjTc f jjppA2�jb sup
c

jjTc f jjp
2�cb

� �
;

with A depending on b (but not on j or f Þ; and the estimate of Krð f ; *D; t2rÞp by

Enð f Þp (see for instance [Ch-Di, (8.9)]). We now observe that for p ¼ 1

jjTjðSy f Þjj1pjjOjðSy f Þjj1 þ jjOj�1ðSy f Þjj1p2CjjSy f jj1p2Cjj f jj1:

For p ¼ 2 we use jjTjðSy f Þjj2pAE2 j�1ðSy f Þ2; and as

jðykÞðd�2Þ=2QðlÞ
k ðcos yÞjpC for all k;

we have jjð� *DÞðd�2Þ=4Sy f jj2p2Cy�ðd�2Þ=2jj f jj2; and hence (see [Di-II, Theorem 4.1

and also A, p. 343]) E2 j ðSy f Þ2pC1y
�ðd�2Þ=22�jðd�2Þ=2jj f jj2:

As Tj and Sy are linear operators, we may use the Riesz–Thorin theorem to obtain

jjTjSy f jjppCy�ap2�jdp jj f jjp with ap ¼ ðd � 2Þð1� 1
p
Þ for 1opo2: For 2oqoN we

get the same result by duality and aq ¼ ap for
1
p
þ 1

q
¼ 1: &

We cannot show that for 1opo2 (or for 2opoNÞ Theorem 7.1 is best possible
and it probably is not. For p ¼ 2 Theorem 7.1 is best possible and we will show
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below that for p ¼ 1 (and hence by duality for p ¼ N) Theorem 7.1 cannot be
improved either.

Theorem 7.2. There exists fAL1ðSd�1Þ such that ð� *DÞaSy feL1ðSd�1Þ for any

positive a:

Remark 7.3. We note that using Theorem 3.1, we established that for

m4
2

d
2

� �
þ3

� �
d�2

*DSm
y fAL1ðSd�1Þ; and in particular if dX10; we have

*DS2y fAL1ðSd�1Þ; which makes Theorem 7.2 somewhat intriguing.

First we state the Nikolskii inequality for spherical polynomials.

Lemma 7.4. For Pn; a spherical polynomials of degree smaller or equal to n on

Sd�1 (that is, PnAspanð
Sn

k¼0 HkÞ where Hk ¼ fc : *Dc ¼ �kðk þ d � 2ÞcgÞ; and

0oqoppN we have

jjPnjjppCn
ðd�1Þð1

q
�1

p
ÞjjPnjjq: ð7:5Þ

Proof. While we found a Ref. [Ka] for the part of the result which we need i.e. when

qX1; we give below a short proof of (7.5). We choose integer r4q
2
: PnðxÞr is a

spherical polynomials of degree nr: We write

PnðxÞr ¼
Z

Sd�1
PnðyÞr

Xnr

k¼0

Xdk

c¼1
Yk;cðxÞYk;cðyÞ dy ¼

Z
Sd�1

PnðyÞr
Gnrðx � yÞ dy;

where fYk;cgdk

c¼1 is any orthonormal system in Hk: We now have

jjPnjjrNp jjPnjjr�q=2
N

Z
Sd�1

jPnðyÞjq=2jGnrðx � yÞj dy

p jjPnjjr�q=2
N

jjPnjjq=2q

Z
ðGnrðx � yÞÞ2 dy

� �1=2
:

As
R

Sd�1ðGnrðx � yÞÞ2dy is independent of x; it is equal to 1
jSd�1j

Pnr
k¼0 dimHkEnd�1;

and the proof of (7.5) when p ¼ N follows.

To complete the proof we recall for qopoN; jj f jjppjj f jjq=p
q jj f jj1�q=p

N
: &

Lemma 7.5. If ð� *DÞa fAL1; ðao1Þ; then fALp for 1ppopðaÞ ¼ d�1
d�1�2a:

Proof. Recall Tj from the proof of Theorem 7.1, and following [Di-II,

Theorem 4.1], jjTjjj1pCE2 j�1ð f Þ1pC12
�2ja: Using Lemma 7.4 with

q ¼ 1; jjTjjjppC22
�2jað2 jÞðd�1Þð1�

1
p
Þ
; and if 2a4ðd � 1Þð1� 1

p
Þ or po d�1

d�1�2a;
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jj
P

N

j¼1 Tjjjpp
P

jjTj jjpoN: As jjT0jjppCjjf jj1 and
P

N

j¼0 Tj ¼ f ; we complete the

proof. &

Proof of Theorem 7.2. In view of Lemma 7.5 it is sufficient to construct a function

fAL1ðSd�1Þ such that Sy feLpðSd�1Þ for any p41: Our strategy is to use fnðxÞX0 so

that Sy fnX0: We then set f ðxÞ ¼
P

N

n¼1
1
n2

fnðxÞ; which implies jjSy f jjpX 1
n2
jjSy fnjjp;

and show that supn
1
n2
jjSy fnjjp ¼ N for any p41: To do that we write

fnðxÞ ¼ 2nðd�1Þc2�nðx � znÞ; cdðtÞ ¼
1 tXcos d;

0 tocos d:

&
ð7:6Þ

In fact, zn are immaterial and we can choose zn ¼ z if we wish. Clearly jj fnjj1pC and

fAL1ðSd�1Þ while jj fnjjpE2
nðd�1Þð1�1

p
Þ
and feLpðSd�1Þ for p41: We will now show

that for ybZ40; for example y410Z40 (but as Z takes the role of 2�n; we could
have a much larger ratio)

mðy : y � x ¼ cos y; y � zXcos ZÞXCZd�2;

if cos yþ Z
2

� �
px � zpcos y� Z

2

� �
ð7:7Þ

with C independent of Z: As mfx : cosðyþ Z
2
Þpx � zpcosðy� Z

2
ÞgEyd�2Z the

demonstration of (7.7) will complete the proof of our theorem setting Z ¼ 2�n

(and any fixed yÞ and obtaining

1

n2
jjSy fnjjpE

1

n2
ð½ð2�nÞðd�2Þ2nðd�1Þ�pyd�22�nÞ1=pE

yðd�2Þ=p

n2
2

nð1�1
p
Þ
:

Hence, it remains only to prove (7.7). We observe that if cosðy� Z
2
Þpx � zp

cosðy� Z
2
Þ; then there exists z0 such that z0 � zXcos Z

2
and x � z0 ¼ cos y: This follows

since in the plane containing the vectors x and z; the angle between them has to be

increased or decreased by less than Z
2
to get z0: The measure mðy : y � x ¼ cos y; y �

z0Xcos Z
2
; z0 � x ¼ cos yÞ can be calculated to behave like Zd�2: Our result follows as

y : y � x ¼ z0 � x ¼ cos y; y � z0Xcos Z
2

* +
C y : y � x ¼ cos y; y � z0Xcos Z

2
; cos yþ Z

2

� �
pz0 � xpcos y� Z

2

� �* +
Cfy : y � x ¼ cos y; y � zXcos Z; cosðyþ Zpx � zpcosðy� ZÞg: &

We also have the (slightly simpler to prove) analogues in Rd (or TdÞ:

Theorem 7.6. For 1opoN; fALp ðLpðTdÞ or LpðRdÞÞ implies Vt fAL
ap
p with

ap ¼ ðd � 1Þj1� 1
p
j if pp2 and ap ¼ ðd � 1Þ=p for pX2 where

La
p � f ; sup

u40

Krð f ;D; u2rÞp

ua oN

( )
; 2r4a
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and

Krð f ;D; u2rÞp � inf
g
ðjj f � gjjp þ u2rjjDrgjjpÞ:

Moreover,

KrðVt f ;D; u2rÞppCt�ap uap jj f jjp: ð7:8Þ

Theorem 7.7. There exists fAL1 such that ð�DÞaVt feL1 for any positive a:

Remark 7.8. Theorems 7.6 and 7.7 are similar and perhaps easier to prove than

Theorems 7.1 and 7.2. We may prove these theorems first for Td and deduce them

for Rd or vice versa. Analogues of Lemmas 7.4 and 7.5 for Td and trigonometric
polynomials of deg n are easy to prove and perhaps better known than Lemmas 7.4
and 7.5. We did not give the proofs explicitly to avoid duplication.

Remark 7.9. In Theorems 7.1 and 7.2 the space La
p appears to characterize

smoothness. The same situation occurs if we use the new modulus of smoothness
introduced in [Di-I], that is

omð f ; tÞp ¼ sup Dm
r f

��� ������ ���
p
; rx � xXcos t; rASOðdÞ

& '
ð7:9Þ

or if we use best spherical harmonic approximation. The above follows from the fact
that for 1pppN

omð f ; tÞp ¼ OðtaÞ for m4a;

Krð f ; *D; t2rÞp ¼ OðtaÞ for 2r4a

and

Enð f Þp ¼ O
1

na

� �
are all equivalent (see [Di-III]).

It is in some more sensitive conditions that the concepts Enð f Þp; Krð f ; *D; t2rÞp and

omð f ; tÞp may differ.
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